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Abstract  

The implementation of the Internet of Vehicle (IoV) demands the reliability of the network infrastructure because it involves the 

safety and security of motorists. The rapid development of IoV is sometimes not matched by the development of the quality and 

availability of network infrastructure. Coverage area constraints, geographical conditions and business are some of the things that 

hinder the scale-up of network infrastructure. A concept is needed to ensure that the path to be traversed by IoV-based vehicles has 

a minimum QoS level. In the IT field there is the concept of prediction by utilizing Data Mining technology. The prediction concept 

is built based on existing historical data and uses data mining algorithms. This predictive capability will provide information to 

users whether to use IoV services during the trip or not, referring to the QoS prediction results. The algorithm used is tested with 

data sets obtained from the results of mapping and tracking in certain areas as samples. The system is able to provide predictions 

with fairly good accuracy. Testing the prediction results is carried out by several methods. 
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1. Introduction  

The Internet of Things (IoT) is one of the technologies that are becoming a trend nowadays. Needs and implementation 

develop very fast. These conditions encourage increased infrastructure requirements and good data management. The 

number of points connected to IoT increases rapidly, as does the quantity and quality of data sent. IoT is a technology 

that connects objects (Things) or devices in digital communication. It is a development from the previous internet 

connection that connects only computer devices. 

Referring to the needs above, before building the need  for  transportation  facilities  in  providing  technology-based  

plus  services,  it  is necessary to first make sure of the quality of the communication system. The problems that arise 

from the data communication system in transportation are: 

a) The limited coverage of BTS and the mobility of vehicles make the potential for loss of connection increase. 

b) The movement of vehicles will pass through high-rise buildings and large buildings, which are very likely to 

block communication signals. 

c) The accumulation of vehicles at a point due to traffic jams, crossroads, accidents, or other activities will cause 

an overload of the communication network so that connection loss will occur. (Anwar et al., n.d.) 

Internet of Vehicle is a subset of the Internet of Things that is developing in-depth and more precisely. The Internet of 

Vehicles (IoV) is a convergence of the mobile Internet and the Internet of Things (IoT), where vehicles function as 

smart moving intelligent nodes or objects within the sensing network (Zantalis et al., 2019) .The Internet of Vehicles 

(IoV) is an application of the Internet of Things that provides a solution for traffic and safety management 

Like the Internet of things, implementation in the transportation sector (IoV) also has the same problems and is even 

more complicated. The development of services that arise by society's dynamics, the growth of equipment and 

technology, and transportation technology itself make the challenges and problems even more significant. The IoT (or 

IoV) layer is growing and getting more detailed. From 3 layers (things, communication, computer) to 5 layers 

(Kaiwartya et al., 2016)  and even up to 7 layers (Contreras-Castillo et al., 2018). 

The unique characteristic of the Internet of Vehicle is the vehicle component's mobility (or sensing/perception layer). 

Mobility at high speeds creates connection problems. Transportation dynamics that give rise to congestion and 

unpredictable conditions complicate IoV services. (Xu et al., 2018). The challenges are getting more significant due to 

problems with non-standard equipment, uneven infrastructure and large gaps between users, and unbalanced 

development funds with service improvements (Kumar & Singh, 2020)  
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The need to obtain a useful (reliable and fast) Internet of vehicle configuration or service architecture is necessary. A 

concept that can provide IoV design quickly or an IoV system capable of compiling its structure according to field 

conditions needs. (Abosaif & Hamza, 2020a). This concept develops with the name Service Composer or Service 

Recommendation. In this concept, there is a core unit, namely Service Selection. This concept is how an IoV arranges 

architecture options from the lowest to the top layers. Using an algorithm, the selection is carried out to get optimal 

service by referring to the specified Quality of Service 

The IoV architecture has been done a lot of research. The research results are increasingly detailed about the 

components and layers of IoV. This condition requires the ability to choose the right architecture according to 

infrastructure and QoS. Programming algorithms are overgrowing, one of which is in Machine learning with 

increasingly extraordinary skills. A challenge to implement this algorithm into the IoV architecture selection. The 

implementation of machine learning in IoV is more about developing the functions of IoV components. There is still 

little use of Machine Learning as one of the IoV prediction algorithms. (Sirohi et al., 2020) 

2. Literature Review  

2.1. Quality of Service 

As time goes on, more information is collected and stored. The addition is due to data entry from the running system 
and additional vehicle units and system area coverage. Adding data is not only in percentages but increases rapidly 
or multiply. Problems arise regarding the data collected, namely: 

a. Validation or correctness of data does not guarantee due to untrusted sources of information or the existence of 

connection disruptions that cause a decrease in data quality. 

b. The importance of information on the results of data processing that can lead to the loss. 

c. Data that is time-dependent and there is no guarantee that data will update or no time delay 

d. Increasing coverage area and the number of connected vehicles connected requires setting up the communication 

network so that there is no overload of traffic. 

These problems will lead to a decline in the quality of data produced by the IoV. The decrease is the cause: 

a. Trust in the correctness of the data 

b. Centralized data reduces network quality and process speed and produces latency 

c. Data lost due to connection loss 

2.2. Quality of  Service in IoV 

Quality of Service from IoV is not much different from IoT in general. The difference is only at a critical level. Time 

delay and data loss are things that are avoided by IoV. Data delays will result in an incorrect action from the Vehicle 

that can trigger an accident. 

There has been a lot of research on the measurement and development of QoS from IoV. Using a Likert Scale to improve 

performance in terms of time (Abosaif & Hamza, 2020b)(Abu-safe & Elrofai, 2020),  QoS development with Preventive 

Model for IoV devices can reduce time delay and data loss (T. Manivannan et al., 2020). Mesh Network development 

to improve the IoV network's quality (Ligo & Peha, 2017) Implementation of Operational Systematic Model to reduce 

time delay and bandwidth problems (Brogi & Forti, 2017) Algorithm development to improve QoS in several 

parameters (Butt et al., 2018) 

An IoV system before implementation requires a certain level of QoS assurance. The high risk of failure requires a 

high QoS level. With the characteristics of the need for scalability, it is a difficulty in itself to guarantee QoS. Referring 

to these conditions, we need a Model of IoV. The model includes the network system's behaviour, data transmission, 

the anticipation of device mobility, congestion conditions where there are many active nodes at one point. 

Scale-up in IoV will occur when there are additional vehicles and other needs are followed (such as seamless, secure, 

robust, scalable information exchange among vehicles, humans, and roadside infrastructures) (Vaidya & Mouftah, 

2020)(Hussain et al., 2019) (Guan, 2018). Several models have been built but are limited in the movement of the 

vehicle. The mathematical formula for tracking vehicle movement models.  (W. Zhang & Xi, 2016). A model to predict 

the vehicle's state, such as speed, position, and motion acceleration (Liu et al., 2018). Another model is describing the 

dynamics of the communication spectrum of IoV devices.(Hussain et al., 2019). More detailed modelling uses time-

series behaviour to model collecting data from Vehicle (T. Zhang et al., 2019). 
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Table 1. A summary of the Quality of Service parameters of the Internet of Vehicle 

No Parameter Description 

1 Response 

Time 

The lapse time between a user request the service and the 

response received by the user 

2 Reliability The probability that a user request is handled correctly 

within the minimum response time 

3 Availability The probability that a service is available for 

handling the request of a user. 

4 Cost The work need to do by resource for the execution of 

service 

5 Latency 

 

Time is taken by a service request to travel across the 

network from the requester start point to the provider 

endpoint   

  

2.3. Machine Learning 

Machine learning is a technology that is part of artificial intelligence. Learning is how to get knowledge and apply it. 

How is human learning adopted by machines or computer devices. Machine learning is growing very rapidly from the 

side of the algorithm to the implementation of various things. Machine learning is able to replace the functions 

performed by statistics with better results. The modeling, classification, prediction and functions that statistics normally 

do can be replaced by Machine learning. Taxonomy algorithm and the use of machine learning can be described as 

follows 

 

 
 

Figure 1.  Machine Learning Taxonomy (Alsharif et al., 2020) 

 

The use of machine learning on the internet of vehicles has been widely used. The implementation of machine 

learning in IoV, among others, is a system to determine the characteristics of traffic (congestion prediction, finding 

the shortest path). Machine learning is used in managing traffic light, determining the identity of the vehicle and 

other functions.(Haghighat et al., 2020) 

Prediction and classification capabilities of machine learning algorithms can provide a solution to the Quality of 

Service problem from the Internet of Vehicle. The condition of network infrastructure is not evenly distributed, the 

quality still needs to be improved, making IoV implementation quite worrying. when a guarantee of IoV reliability 

is needed, of course, a high level of QoS is needed from the network infrastructure. 
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3. Materials and Methods  

3.1. Hypothesis  

IoV in its implementation aims to provide security and comfort for vehicles, drivers and passengers. Security means 

avoiding accidents caused by other drivers or natural disasters (rain, floods, landslides and others). Convenience means 

that the vehicle, driver and passenger can reach their destination in a fast time, travel is comfortable and the supply of 

entertainment and information is well-available. 

Diverse needs certainly demand support from infrastructure. GPS devices require communication that is always 

available to obtain accurate position information. Entertainment supplies require connections capable of streaming large 

capacities of data. Controlling the ECU (Electronic Control Unit) requires a high transfer rate, because a slight delay 

will interfere with engine action.(Hussain et al., 2019) 

To get security and convenience, reliability and availability of network infrastructure are needed. With the real condition 

that the infrastructure is not evenly distributed, while transportation does not know the position and location. Need a 

guarantee of the QoS of the network infrastructure or a warning if the vehicle unit will pass through a path where the 

QoS of the network infrastructure is low. This is necessary to avoid the risk of IoV failure and also as a reference for 

scaling up networking.  

The method that can be used is a prediction system that is able to provide QoS information on the path to be passed by 

IoV. These predictions can be built using Machine Learning 

3.2. Methods 

Machine learning is like a human mindset. The first is to study what happened, then do an analysis to make a decision 

so that a solution is obtained. In the case of QoS prediction of a network infrastructure, there are several references, 

namely whether the location has no signal or blank spot or whether the location is overloaded. 

The human mindset will see whether the location is far from settlements, whether it is busy time, whether the weather 

is good, whether it is blocked by buildings or hills and other information. 

Referring to this, the first step of the research is to build the parameters that affect the quality of the network 

infrastructure. A number of parameters are determined that are commonly used to judge that the quality of the network 

infrastructure is good or not. 

The second stage is in compiling a data set or a collection of information that captures real data that links the parameters 

with QoS. The more data collected, the more accurate the prediction will be. The second step is to observe and collect 

data directly from the field. The data collected is the capital that will be used to build machine learning or prediction 

systems 

After the data set is collected, the next step is to test whether the data set is valid as a reference for building a machine 

learning. the test method can use K Fold Validation. This test is to determine the method that will be used to build a 

prediction system. 

Based on the taxonomy in Figure 1, the QoS prediction case falls into the supervised learning category because there 

is a data set that helps the pattern formation process. The function of machine learning is to classify whether the location 

points with the parameters attached to them are classified as good points for the network infrastructure or not. 

 The next step is to determine the algorithm to be used. According to the taxonomy in Figure 1, the algorithm that can 

be used is Naive Bayes or K Neigborhood. In this research, the Naive Bayes algorithm will be used. This selection is 

based on the format of the existing data set. All variables use levels or labels that represent values/numbers.(Portugal 

et al., 2018) 

The last stage is the implementation of the prediction system that has been built with Naive Bayes. Implementation is 

done using the rapid miner application. The resulting naive Bayes rule or algorithm is then tested using existing data 

sets to determine the accuracy of predictions. Naive Bayes is compute the probability of each category for the given 

data based on the assumption of the independence between features.(Binkhonain & Zhao, 2019) 

The naive Bayesian classifier implies that the classes of the learning dataset are known and provided, hence the 

supervised nature of the tool. This classifier is one of the simplest methods of supervised learning based on Bayes' 

theorem as explained in. (Messaoud et al., 2020) 
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4. Results and Discussion 

The data used for training in making rules QoS level prediction in this study consisted of 5 variables referring to on the 

availability of data and journal references. Variable These are location, vehicle density, topography, signal and weather. 

(Muhammad Mudjiono, n.d.) 

Table 2 . Variable Definition 

Location the position of the vehicle in an open or closed area 

Vehicle density density of vehicles due to traffic jam 

Topografy vehicle location in mountains or valleys or normal 

Signal  the signal strength received by the device at the location point 

weather weather conditions like rain or cloudy or sunny 

 

The next step is to classify each variable. This classification is needed to be able to calculate the probability of the 

condition of each variable. In the Naive Bayes algorithm, this probability is used to reduce the target variable, which is 

connected or not connected. 

Table 3.  Classification 

Variable Class 

Location - Open Area 

- Closed Area 

Vehicle density - Heavy traffic 

- Traffic Jam 

- Lite traffic 

Topografy - Mountain 

- Normal 

- Valley 

Signal  - Strong 

- Medium 

- Weak 

weather - Rain 

- Cloudy 

- Sunny 

 

The next stage is compiling data sets from surveys in the field. One data pair (record) contains 5 (five) entity variables 

and one target variable. The target variable is the target you want to predict. The target variable in question is connected 

or unconnected. The amount of data collected is 526 records resulting from testing through the installation of GPS 

Tracking and entering weather conditions, topography and vehicle locations. The sample data are as follows: 

Table 4.  Sample Data Set 

Location Density Topograf

y 

Signal Weather Connection 

Open Lite Normal Weak Rain Not 

Closed Lite Valley Weak Rain Not 

Open Heavy Valley Strong Cloud Connect 

Open lite Normal Medium Sunny Connect 

 

The data set is a sample of 5 records from 526 collected data. Furthermore, to test the validity of the data whether it can 

be used as training data, testing is carried out first. The method used is K Fold Cross Validation. Using K Fold Cross 

Validation, the test results are shown in table 4. 
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        Table 5. K Fold Cross Validation Result 

 

No K Test Data Train Data Accuracy 

1 10 50 450 75% 

2 20 25 475 72% 

 

The test results using K Fold Cross Validation obtained a fairly good accuracy so that the existing data set can be used 

to train naive bayes. 

 

 
Figure 2. Rapid Miner 

 

In this study, the Rapidminer application was used to test Data Training. Through this application, you can easily 

measure the accuracy (performance) of naive bayes. 

After the data set is tested and proven to be valid and has sufficient accuracy, then an application is made using the 

Naive Bayes probability formula and the data set that has been tested. This application is used to predict potential 

connection loss at a certain location and time. 

5. Conclussion 

The research conducted resulted in several conclusions and suggestions for development. The naive bayes algorithm is 

able to calculate the prediction of 5 variables problems owned by the Internet of Vehicle (IoV). The collected data sets 

are able to provide a fairly good prediction accuracy. 

Naive Bayes algorithm and the collected data set can be relied upon in predicting the IoV implementation at a certain 

point in time. 

The development of this system is very possible to do. Integration with the user interface, big data and sensors will 

provide a real time prediction system for the Internet of Vehicles. By looking at the display, the driver can decide 

whether or not to go through the lane, related to the predicted QoS in that lane. 
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